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The factors contributing to the persistence and stability of life are
fundamental for understanding complex living systems. Organisms are
commonly challenged by harsh and fluctuating environments that are
suboptimal for growth and reproduction, which can lead to extinction.
Many species contend with unfavourable and noisy conditions by entering
a reversible state of reduced metabolic activity, a phenomenon known as
dormancy. Here, we develop Spore Life, a model to investigate the effects
of dormancy on population dynamics. It is based on Conway’s Game of
Life (GoL), a deterministic cellular automaton where simple rules govern
the metabolic state of an individual based on the metabolic state of its
neighbours. For individuals that would otherwise die, Spore Life provides
a refuge in the form of an inactive state. These dormant individuals
(spores) can resuscitate when local conditions improve. The model includes
a parameter α ∈ [0,1] that controls the survival probability of spores,
interpolating between GoL (α = 0) and Spore Life (α = 1), while capturing
stochastic dynamics in the intermediate regime (0 < α < 1). In addition to
identifying the emergence of unique periodic configurations, we find that
spore survival increases the average number of active individuals and
buffers populations from extinction. Contrary to expectations, stabilization
of the population is not the result of a large and long-lived seed
bank. Instead, the demographic patterns in Spore Life only require a
small number of resuscitation events. Our approach yields novel insight
into what is minimally required for the origins of complex behaviours
associated with dormancy and the seed banks that they generate.

1. Introduction
In nature, organisms are often challenged by conditions that are suboptimal
for growth and reproduction. For life to persist, organisms must contend with
a range of external forces. Scarcity of resources, fluctuating abiotic variables,
and the patchy distribution of suitable habitats are just a few of the many
exogenous factors that can reduce organismal fitness. In addition, individ-
ual performance is affected by endogenous factors arising from stochastic
demographic events and species interactions like competition and predation.
Together, these factors increase the risk of local extinction. Populations can
escape this fate through behavioural modifications, phenotypic plasticity,
migration within a landscape and evolutionary adaptation [1,2].

One process that is important in promoting the persistence of popula-
tions is dormancy, which occurs when an individual enters a reversible state
of reduced metabolic activity [3–5]. Dormant individuals enjoy protection
against unfavourable conditions and have the capacity to resume growth
when conditions improve. The accumulation of inactive individuals results in
a ‘seed bank’, which can buffer population dynamics. This buffering can lead
to increased geometric mean fitness and a reduced probability of stochastic
extinction in variable environments [6,7].

Dormancy is achieved among species in different ways. In some cases,
dormancy requires hundreds of interacting genes that are integrated into
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a tightly regulated developmental program [8]. Organisms adopting such a strategy often rely on the interpretation of environ-
mental cues to transition between metabolic states in a responsive manner [9]. In other cases, dormancy is achieved through
simpler means. For example, organisms can stochastically fall into an inactive state or randomly awaken independently of
environmental conditions consistent with a bet-hedging strategy [10,11]. These fundamental differences in dormancy affect the
size and longevity of a seed bank. While individuals belonging to some species only remain dormant for a short period of
time [12], individuals belonging to other species can persist indefinitely [13]. Such differences in shallow versus deep dormancy
should have implications for population stability and the persistence of life.

Dormancy has independently arisen many times across the tree of life [7]. In this way, it is an example of convergent
evolution [14], suggesting that dormancy may be a solution to one of life’s major problems, i.e. persisting in noisy and
unpredictable environments. Despite its prevalence among diverse lineages and ecosystems, there is no standard way to model
dormancy. While dynamical approaches have been developed [15–17], they typically do not capture the fact that dormancy is
an individual process that can lead to complex emergent behaviours and patterns. Furthermore, modelling efforts have not
identified the minimal requirements for achieving the benefits of dormancy, which could shed light on the origins and evolution
of an important life-history strategy [18].

One way to model living systems is through a bottom-up approach where rules are encoded into individual agents that
are then observed as the consequences unfold over time. Perhaps the best examples come from cellular automata where
self-replicating behaviours are governed by the agent’s state (e.g. alive versus dead) as well as those of its neighbours on a
two-dimensional lattice with a random set of initial conditions. Despite their simplicity at the agent level, cellular automata,
most notably Conway’s Game of Life (GoL) [19], can produce periodic patterns [20], chaotic dynamics [21], self-organized
criticality [22] and other life-like complexities [23]. While dispersal in space has been explored in cellular automata [24,25], few
studies have investigated how dispersal in time (i.e. dormancy) affects the dynamics of such systems [26,27].

Here, we develop a cellular automaton called Spore Life, which includes minimal modifications to the original GoL. We
quantify the distribution of metabolic states along with the probability of extinction with updated rules that capture the
core features of dormancy. In particular, we explored shallow versus deep dormancy by manipulating a spore survivorship
parameter, which also introduces stochasticity into the model. By characterizing the lifetime of individuals in active (A) and
inactive (I) states, along with spore effects on demographic rates (i.e. births and deaths), we are able to recreate and better
understand what is minimally required for dormancy and its contribution to population persistence.

2. Methods
(a) Model description
We developed cellular automata based on Conway’s GoL, which takes place on a two-dimensional lattice of sites S with periodic
boundary conditions. In the original model, each site can be in a dead state (D) or occupied by an alive individual in a
metabolically active state (A) such that S ∈ {active, dead} ≡ {A,D}. Initial conditions (t = 0) are created by randomly seeding theℓ × ℓ grid, where the probability q determines if sites are occupied by an active individual. In subsequent time steps, the grid is
updated in a density-dependent manner. Specifically, the following rules are applied to the occupant of a focal site based on the
number of active individuals (N A) in neighbouring sites (figure 1):

(i) Active individual with <2 active neighbours dies (A→ D)
(ii) Active individual with 2−3 active neighbours persists (A→ A)

(iii) Active individual with >4 active neighbours dies (A→ D)
(iv) Dead individual with 3 active neighbours is reborn (D→ A)

We then created a model called Spore Life by introducing dormancy into the cellular automaton. This required the addition
of an inactive state (I), allowing individuals to be in one of three metabolic states: S ∈ {active, inactive, dead} ≡ {A, I,D}. As in the
original GoL, initial conditions are established by seeding the ℓ × ℓ grid with a probability of q of each site being occupied by an
active individual. In subsequent time steps, the grid is updated according to a slightly modified set of rules (figure 1):

(i) Active individual with 0 active neighbours dies (A→ D)
(ii) Active individual with 1 active neighbour becomes a dormant spore (A→ I)

(iii) Active individual with 2−3 active neighbours lives (A→ A)
(iv) Active individual with >4 active neighbours dies (A→ D)
(v) Inactive individual (i.e. spore) with 2−3 active neighbours resuscitates (I → A)

(vi) Dead individual with 3 active neighbours is reborn (D→ A)

(b) Spore survivorship
To explore how variation in spore survivorship influences population dynamics, we introduced a parameter α, which deter-
mines the fate of an inactive individual (figure 1a). We specify that an inactive individual dies with probability (1 − α). As such,
when α = 1, an inactive individual has the potential to remain as a dormant spore for the remainder of the simulation. At the
opposite limit, when α = 0, all inactive individuals deterministically transition into dead individuals before the next time step.
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Under these conditions, the middle row of the Spore Life rule table is identical to the top row of the original GoL rule table
(figure 1a). When α ∈ (0, 1), transitions are stochastic such that some inactive individuals die while others resuscitate, reflecting
variation in the degree to which organisms can persist in a shallow versus deep state of dormancy.

(c) Population dynamics
Once implemented, we used Spore Life to characterize the effects of dormancy on key population-level phenomena. In addition
to identifying the emergence of unique periodic configurations, we described how dormancy influences the abundance and
distribution of metabolic states (A, I, D) on different-sized grids. We also measured extinction probabilities of the population.
While controlling for starting densities across a broad range of initial condition (n = 1000), we quantified the number of time
steps that occurred prior to extinction (Text), which we operationally defined based on the constancy of NA after 100 time steps.

(d) Demographic processes
To gain mechanistic insight into how dormancy affects population-level phenomena, we characterized two important demo-
graphic processes. First, we quantified the lifetime of inactive individuals for different levels of α. This involved calculating the
number of time steps before an inactive spore either died or was resuscitated. We then compared these estimates to the lifetime
of an active individual, which involved measuring the number of time steps before it either died or transitioned into an inactive
state I. Second, we examined how α contributed to the population by comparing sources of births (i.e. D A versus I A) and
sources of deaths (A D versus A I) as a function of α. An interactive web page is available to explore the dynamics of Spore
Life: https://itp.uni-frankfurt.de/spore-life/

3. Results
(a) Spore life creates unique periodic configurations
In the GoL (α = 0) repeating configurations such as blinkers and gliders exist [28]. This also holds in the opposite limit (α = 1)
when Spore Life becomes deterministic. We identified a number of configuration that uniquely arise from the dormancy rule
set (figure 1a). While our investigation of configurations was neither systematic nor exhaustive, we documented several patterns
that repeat with periods of 2, 3, 4, 14 and 62 time steps (figure 1b; electronic supplementary material, figure S2).

(b) Dormancy stabilizes population dynamics
When starting from a random distribution of metabolic states, we find that Spore Life is much more stable than GoL (figure 2).
Without dormancy (α = 0), the number of active individuals (NA) rapidly drops off leading to extinction in less than 100 time
steps for a ℓ × ℓ = 30 × 30 grid. Here, extinction occurs when there are no active or dormant individuals on the lattice or when
the population is composed of isolated static or periodic configurations with densities of approximately 3% active individuals.
In contrast, when dormant spores were generated due to local-scale underpopulation, as illustrated in figure 1a, populations
persist over prolonged time scales. In the deterministic limit, α = 1, populations persisted for at least 1000 time steps with

Figure 1. Transition rules and periodic configurations for a cellular automaton with dormancy. In (a) rule tables for the GoL (top) and Spore Life (middle). Individuals
can be in a dead (D), inactive (I) or active (A) state. Transitions among these states are governed by the number of active neighbours N A ∈ {1, 2, …, 8}. Dormant
individuals (i.e. spores) in an inactive state I  die at every time step with probability 1 − α (bottom). In (b), a selection of unique, repeating configurations Pn with
period n that arise in the deterministic limit (α = 1) of Spore Life. Active individuals are shown in orange and inactive individuals in blue.
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much higher average population sizes. A simulation comparing the dynamics of Spore Life and the GoL can be viewed at
https://itp.uni-frankfurt.de/spore-life/resources/spore-life.gif. In between, for α ∈ (0, 1), there was a reduction in the average NA

relative to α = 1, suggesting an increased risk of local extinction (electronic supplementary material, figure S1).

(c) Diminished effect of dormancy in small populations
We identify a finite-size effect of dormancy on population dynamics. When spore survivorship (α) is low, the stabilizing effect
of dormancy on the average density of active individuals (ρA = ⟨NA⟩/ℓ2) is weaker on smaller grids (e.g. ℓ = 20 and ℓ = 30)
(figure 3a). Under such conditions, populations (⟨NA⟩) are smaller and experience larger fluctuations (electronic supplementary
material, figure S2), increasing the probability of extinction because locally static or periodic configurations remain isolated for
all time. On a larger grid (e.g. ℓ = 300), however, the average density of active individuals increases near linearly with α (figure
3b). Under these conditions, where α ≈ 1, the population is well mixed and individuals successively influence each other across
all distances via the neighbourhood-based update rules (figure 1a).

(d) Dormancy alters the distribution of metabolic states
Spore survivorship alters the distribution of metabolic states in the population. Over the full range of α, dormancy leads to an
increase of ρA from ≈ 3% for α = 0, to ≈ 30% at α = 1 (figure 3b). At the same time, the average density of dead individuals (ρD)
decreases by ≈ 35%. In contrast, the average density of inactive individuals (ρI) which can be viewed as the ‘seed bank’, remains
low (ρI < 0.1), even under maximal spore survivorship (α = 1) (figure 3b).

(e) Dormancy reduces extinction probability
Motivated by the temporal dynamics presented in figure 2, we sought to characterize the relationship between dormancy and
the extinction probability. Considering a 30 × 30 grid, we found that extinction times (Text) for a total of 1000 simulations were
distributed according to an exponential law ∼ c e−Text/T (figure 4a). We find c [ × 102] = 1.2/0.38/0.17 and T = 0.92/0.95/0.95 forα = 0.2/0.3/0.35, respectively. While the decay constants (T) were essentially unaffected by spore survivorship (α), dormancy
had a strong effect on the scaling factors (c), which is evident from the different intercepts in figure 4a. The average time to
extinction ⟨Text⟩ increases exponentially with increasing spore survivorship. In the absence of dormancy (α = 0), ⟨Text⟩ was ≤ 500
time steps, but even with moderate levels of spore survivorship (α = 0.4), ⟨Text⟩ already increased to ≥ 25 000 time steps (figure
4b). Numerically, extinction times (Text) increase with grid size.

(f) Spore survivorship minimally extends spore lifetimes
To better understand how spore survivorship (α) influences population dynamics in Spore Life, we characterized the distribu-
tion of spore lifetimes. Once created, an inactive individual’s lifetime (TI) is equal to the number of time steps until a mortality
event (when α < 1) or a resuscitation event occurs. The probability that an isolated spore remains present after t steps is

(3.1)αt = etlog(α) = e−t/Tα, Tα = −1
log(α) ,

indicating that the lifetime of inactive individuals is exponentially distributed.
Owing to a sharp initial drop off (figure 5a), mean lifetimes are substantially shorter than the respective timescales (T)

obtained through fits (figure 5b). Regardless of α, the average lifetime of a spore (TI) is < 1.5 time steps. Meanwhile, the average
lifetime of an active individual (TA) monotonically decreases with increasing α to about one time step for α 1 (figure 5b).
Although we did not numerically explore the exact behaviour, it is worth noting that the lifetime of active individuals rapidly
increases as α approaches 0. See electronic supplementary material for a discussion regarding the small values of α.

From the exponential distribution, we conclude that the natural decay of spores ∼ (1 − α) is the dominant cause for the loss of
inactive individuals when α is not too close to one. By examining the tails of the spore lifetime distributions (figure 5a), which
can be approximated by an exponential ∼ exp (−t/T), we find T = 0.77/2.14/4.56 for α = 0.3/0.7/1.0, whereas equation (3.1) would
predict Tα = 0.82/2.80/∞, which is in turn reasonably close for α = 0.3 and α = 0.7. On the other hand, inactive individuals can
only change to active individuals when α = 1, a process for which the typical timescale is observed to be T = 4.56.

(g) Spore survival alters demographic processes
Spore survivorship (α) substantially affects the birth rates and death rates of active individuals (figure 6). For small α, about 20%
of the population dies and is reborn at every time step. As α 1, ≥ 50% of the population dies and is reborn at every step. This
is due to a higher likelihood of mortality from overcrowding (figure 6b) with increasing population density (figure 3). Some-
what counterintuitively, the probability of an active individual transitioning into the inactive state (I) increases substantially
over the same range of α.

Regarding birth processes, at low to intermediate levels of α, the vast majority of births (≥ 90%) occur when active individu-
als are produced in an empty (dead) site that was surrounded by three active neighbours. As α 1, about 13% of new births
are associated with the transition from an inactive state (I) to an active (A) state. As illustrated in figure 1a, these resuscitations

4

royalsocietypublishing.org/journal/rspb 
Proc. R. Soc. B 292: 20242543

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

01
 F

eb
ru

ar
y 

20
25

 

https://itp.uni-frankfurt.de/spore-life/resources/spore-life.gif


happen when a spore is surrounded by either 2 or 3 active neighbours (N A ∈ {2, 3}). Our analysis suggests that the contributions
of these two resuscitation pathways to the population birth rate are roughly equivalent (figure 6a). Regardless of whether
an individual is in a dead (D) or inactive (I) state, when N A = 3, an active individual will be born. This means that any
birth-mediated effect of dormancy can be attributed to the metabolic transitions that occur when N A = 2, which never accounts
for more than ≈ 8% of the birth rate (figure 6a). Instead, at least 88% of all new births are associated with D A transitions, even
when α = 1.

Similarly, we analysed how different metabolic transitions contributed to the death rate of a population as a function of spore
survival (α). The largest source of mortality (≈ 80%) is due to overpopulation, which occurs when an individual is surrounded
by ≥ 4 active neighbours (figure 6b). In contrast, underpopulation is the smallest source of mortality (≈ 2%), which occurs when
an active individual is surrounded by 0 active neighbours. Last, ≥ 18% of the death rate was due to the loss of active individuals
that transitioned into an inactive state (I) when they were surrounded by 1 active individual.

4. Discussion
Minor modifications to a simple cellular automaton successfully captured critical population-level phenomena commonly
associated with dormancy. Using Spore Life, we demonstrate that dormancy confers stability, defined as population persistence

Figure 2. Population dynamics with dormancy. Abundance of active individuals (NA) over time (t) for different levels of spore survivorship (α). For the GoL (α = 0),
the abundance of active individuals drops off rapidly to a small value NA/ℓ2 ≈ 0.033, which is due to a limited number of surviving elementary configurations,
mostly static or of period one. For a finite but low level of spore survivorship (α = 0.3), NA is somewhat higher, but populations die out as a result of stochastic
fluctuations. When spore survivorship is higher (α = 0.7 and α = 1), there is a corresponding increase in NA. The grid size is ℓ × ℓ = 30 × 30 with a starting
density ⟨NA⟩/ℓ2 = 0.375.

Figure 3. Finite-size effect of dormancy. In (a), the average density of active individuals ρA = ⟨NA⟩/ℓ2 as a function of spore survivorship (α) on different-sized
grids. For a larger grid (ℓ = 300), the density of active individuals increases near linearly with α. The depression of ρA on smaller grids (ℓ = 20, 30) represents a
finite-size effect where small populations go extinct owing to stochastic fluctuations. Compare with figure 4 for further details. In (b), the average density of active
(ρA), inactive (ρI) and dead (ρD) individuals is shown for ℓ = 300.
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over time (figure 2, electronic supplementary material, figure S1). To explore the effects of shallow versus deep dormancy, we
included a spore survivorship parameter (α) that also introduces stochasticity into the model. As expected, extinction times
increase with higher spore survivorship (figure 4). Unexpectedly, the benefits of dormancy do not require the accumulation of
inactive individuals into a large or long-lived seed bank. Instead, dormancy promotes population persistence through slight
increases in spore lifetimes (figure 5), modest contributions to demographic rates (figure 6) and feedbacks involving spatial
processes (electronic supplementary material, figure S3) along with the emergence of unique periodic configurations (figure 1b,
electronic supplementary material, figure S2). Our findings reveal that small changes to a relatively simple cellular automaton
can yield complex behaviours that are consistent with theoretical expectations of how dormancy stabilizes populations in
fluctuating environments. In the following sections, we discuss these findings in the context of existing knowledge about
dormancy from other computational models. We also explore how our results can guide future research efforts, including
empirical studies related to the resilience of host and environmental health.

Figure 4. Extinction time increases with dormancy. (a) In Spore Life, we consider a population to be extinct if there are no active or dormant individuals, or if the
pattern of active individuals consists only of isolated periodic or static configurations. From this, we define extinction time Text as the number of time steps starting
from the random initial distribution of active individuals (t = 0) until an extinct state is reached. For a ℓ × ℓ = 30 × 30 grid, we averaged over 103 initial conditions,
finding that the distribution of extinction times Text is exponentially distributed. (b) On average, extinction times rise sharply with increasing spore survivorship α.

Figure 5. Distribution of spore lifetimes. (a) The time steps (T) that a dormant individual remains in an inactive state (I) before dying or resuscitating into an active
state (A) decays exponentially. (b) The average life times of inactive individuals ⟨TI⟩ and active individuals ⟨TA⟩ as a function of α.
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(a) Scale-dependence of dormancy
Dormancy is governed by a range of distinct processes that operate across spatial and temporal scales [3]. Some drivers of
dormancy (e.g. photoperiod) occur seasonally and span large geographic extents [29]. Dormancy can also be triggered by
local conditions, including density-dependent fluctuations in the abundance of individuals within a cohort that experience
intraspecific competition for a limiting resource [30]. In Spore Life, dormancy dynamics are entirely controlled by the metabolic
transitions of individuals and their nearest neighbors, rather than external forces. These local interactions play out across the
entire landscape, determining the emergent dynamics of the population.

One scale-dependent phenomenon observed in our study relates to the effect of dormancy in habitats (i.e. grids) of different
sizes. In GoL, which lacks dormancy (α = 0), the proportion of active individuals (ρA) rapidly declines over time for the initial
conditions considered in our study (figure 2). Consistent with an Allee effect [31], a critical point is reached where local
neighbourhoods are so depleted of active individuals that new individuals cannot be born (D A), leading to the effective
extinction of the population. In Spore Life, where α > 0, the opposite is true, especially when α is large (α 1). The proportion
of active individuals (ρA) is sustained at a much higher level (figure 2) owing to the dormancy refuge (A I) and resuscitation
events (I A). In the two deterministic limits (α = 0 and α = 1), the effects of dormancy are consistent across simulations,
regardless of grid size. However, at intermediate levels of spore survivorship, the effects of dormancy are more variable.
Specifically, on small grids with low to intermediate levels of α, there is a higher probability that elementary configurations
become fixed, leading to low NA and subsequent extinction. In contrast, populations persist longer with low to intermediate
levels of α on larger grids. This finite-size effect may reflect unique features of our cellular automaton. Alternatively, the
model may be capturing a more general phenomenon—albeit one that is not well-documented—where smaller populations,
particularly in fragmented habitats, are less likely to be rescued by dormancy.

(b) Shallow versus deep dormancy
Dormancy is a process that can lead to the formation of a seed bank, a subpopulation of metabolically inactive individuals.
There are many seed-bank attributes that can affect the ecology and evolution of a population [7]. One important attribute
is seed bank size. A large seed bank, composed of many inactive individuals, provides more opportunities for resuscitating
individuals, thereby buffering a population against extinction. Another important attribute is seed bank turnover, which
is influenced by the duration that dormant individuals can survive in a metabolically inactive state. Longer-lived dormant
individuals can provide greater insurance to a population in a fluctuating environment, as long as they remain capable of
resuscitation. However, prolonged dormancy can be maladaptive because it delays growth and reproduction [32]. These general
hypotheses led us to introduce the parameter α into our model to explore how spore survivorship influences the outcomes of
dormancy. We found that the effects of dormancy on the population were significantly affected by α. Specifically, the abundance
of active individuals (NA) increases with α, and the probability of extinction decreases with α.

Figure 6. Influence of dormancy on demographic processes. The gray lines correspond to (a) the birth rate and (b) the death rate of active individuals (A) as a function
of spore survivorship (α). The birth rate is defined as the number of transitions to the active state (D A or I A) per time step normalized by the average
number of active individuals ⟨NA⟩, that is Birth Rate = (#transitions to active)/⟨NA⟩. The death rate is defined as the number of transitions out of the active state
(A D or A I) per time step normalized by ⟨NA⟩. For the birth rate, the primary source of new individuals comes from D A transitions. Resuscitation
events (I A) from individuals surrounded by either 2 or 3 active neighbours contribute equally, but rather minimally to the overall birth rate, especially at lower α.
For the death rate, the most dominant cause of death is overcrowding (A D when ≥ 3 active neighbours), while the contribution of underpopulation (A D
for 0 active neighbours) is relatively small. Dormancy (A I) plays an increasingly important role with increasing spore survivorship (α).
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Contrary to our expectations, spore survivorship (α) did not have a strong effect on seed bank size (i.e. ρI), or on the
lifetime of a spore (TI). Instead, the effects of dormancy were achieved by individuals that effectively only spent a short time
in an inactive state (I). The average lifetime of a spore was quite low, on the order of only a single time step (or generation).
Meanwhile, the contribution of resuscitation (I A) to the overall birth rate of active individuals was low (< 12%) compared
to births not directly associated with dormancy (D A). On the larger grids (e.g. 300 × 300), the density of inactive individuals
(ρI) never comprised more than 8% of the grid or 22% of the viable (i.e. active+inactive) individuals. Seed bank size, defined asNI : NA, increased with α, but was generally low (0.02–0.27). While turnover increased with α, resuscitation with N A = 2 living
neighbours never accounted for > 11% of all births.

One explanation for population persistence in Spore Life (figure 2) is sustained chaotic transients. In complex systems,
the introduction of noise can lead to superpersistent transient chaos [33]. Specifically, lattice-wide noise could be generated
in simulations with stochastic spore survivorship (α ∈ (0, 1)). However, this explanation does not align with the observed
behaviour in the deterministic limit of Spore Life (α = 1), where we see clear stabilization of populations induced by dormancy.

Another possibility is that dormancy may be crucial for population persistence, even if inactive individuals are short-lived
and seed banks are relatively small. Such ideas are not well developed in theoretical treatments of dormancy, although
biologists have observed ‘cryptic’ forms of metabolic stasis in certain taxa [34,35]. Our findings suggest there may be relatively
unexplored interacting processes and regimes where dormancy is important for stabilizing populations, necessitating the
simultaneous development of theoretical and empirical approaches.

(c) Dormancy-mediated spatial processes contribute to population persistence
Although dormancy is typically viewed as a temporal phenomenon, it is increasingly recognized for its influence on spatial
processes and patterns [36]. In Spore Life, when α > 0, we noted that small, isolated patches of individuals tend to survive,
expand and eventually repopulate the grid (see animated simulation: https://doi.org/10.6084/m9.figshare.27239748).

This observation led us to hypothesize that dormancy enhances population persistence by influencing spatial processes. To
test this, we used a mean-field theory approach where the transition between metabolic states follow the rules in figure 1,
but without the spatial structure imposed by the Spore Life lattice (see electronic supplementary material). In the absence of
spatial structure, persistence is sensitive to initial conditions. Specifically, when the proportion of active individuals (ρA) is low,
the population goes extinct (electronic supplementary material, figure S3). This behaviour is opposite of what we observe in
Spore Life (α > 0), suggesting that spatial processes play an important mechanistic role in dormancy-mediated rescue of small
populations from extinction.

While the strength of spores lies in their population-spreading capacity, a distinct dormancy effect also plays a crucial role
in enhancing persistence. We observe that spore survivorship (α) reduces the proportion of active individuals (ρA) that are
required for persistence while simultaneously increasing the asymptotic proportion of active individuals (ρA) in the population.
However, this effect of dormancy in the mean field is dependent on neighbourhood size (Nneighbours). In populations with a
smaller neighbourhood size (Nneighbours = 6), spore survivorship (α) significantly reduces the proportion of active individuals
needed for persistence. In contrast, when the neighbourhood size is larger (Nneighbours = 10), the effects of dormancy are nearly
eliminated (electronic supplementary material, figure S3). The metabolic transition rules (figure 1) were specifically designed for
a lattice-based configuration with Nneighbours = 8, so it is unsurprising that population dynamics shift with changes in Nneighbours.
Nevertheless, these findings raise intriguing questions for future research, particularly regarding the role of dormancy in
systems with varying degrees of dispersion and overall population size (N).

(d) How ‘easy’ is dormancy?
Dormancy has evolved independently numerous times across the tree of life, making it impossible to create a single model
that represents all features and attributes of this diverse life-history strategy. Therefore, our goal was to develop a compact
model with the fewest possible rules and assumptions. We find that Spore Life successfully recapitulates a range of canonical
behaviours associated with dormancy, including the dampening of population dynamics in fluctuating environments [37].

That being said, there are additional seed-bank attributes that could be incorporated into future versions of Spore Life. In
nature, dormant and active individuals are typically not well mixed [7]. For instance, actively growing parts of a plant are
usually found aboveground, while dormant seeds, after dispersing from their natal sites, often reside belowground in the
soil. This population structure could be represented in the metabolic transition rules of Spore Life (figure 1a). Additionally,
coarser-grained heterogeneity could be encoded onto a grid, or even a three-dimensional spatial lattice of a cellular automaton
[38,39], enabling tests of seed bank dynamics in a more complex universe. One might expect that the spatial decoupling of
dormant and active individuals would reduce the system’s reactivity, giving rise to larger and longer-lived seed banks. Such
questions should also be explored using alternative modeling frameworks, such as ordinary differential equations, to offer
complementary insights and enhance generality.

Shifts in organismal metabolism can be influenced by various factors. In the current version of Spore Life, we primarily
examine conditions where dormancy is triggered by underpopulation (figure 1a), specifically when an active individual is
surrounded by only one other active individual N A ∈ {1}). This rule is designed to represent the metabolic changes that
occur when local population densities decrease due to a decline in environmental quality. Of course, important demographic
processes are also affected by overpopulation, some of which, like logistic growth, have been incorporated into GoL models
[40]. Dormancy can also be induced by crowding [41], including among kin [42], leading to resource depletion, growth
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inhibition from waste byproducts, or the buildup of parasites. Therefore, overpopulation represents another pathway that can
initiate dormancy. As a validation step, we implemented a modified version of Spore Life where the transition from an active
(A) to an inactive state (I) occurs when N A = 4. Although this rule adjustment led to changes in absolute densities, the qualita-
tive effects on population dynamics remained consistent, suggesting that our findings are robust to different implementations of
dormancy.

Last, while we incorporated stochasticity in the context of spore survivorship, further investigation is needed to understand
how population dynamics are shaped by the interplay between random and deterministic regulation of metabolic transitions
[43]. Such efforts would facilitate exploration and synergy with other areas of dormancy-related research, including evolution-
ary adaptive dynamics [44], ecological responses to climate change [45], interacting particle systems in statistical physics [46]
and the treatment of diseases such as chronic infections [47] and cancer [48]. Ultimately, the platform developed here has the
potential to illuminate the origins and diversification of a widespread trait characterized by spatial and temporal dynamics [18],
along with the emergence of complex behaviours associated with metabolic feedback loops.
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